[bookmark: _GoBack]Stat 301– Lab 5 (Correct version for 2016)
Goals: In this lab, we will learn how to fit a regression line and use that fitted line in various ways. Specifically, we will see how to:
	estimate the intercept and slope of a regression line
	estimate variability around the regression line
	test hypotheses or construct confidence intervals for regression parameters, 
	construct a confidence interval for the line (mean Y at given X)
	construct a prediction interval for observations (single Y at given X)

We will use the ad sales data used in the book as the example of a simple linear regression.
Download the adsales.txt data file from the datasets page on the class web site.
Fitting a regression line / estimating intercept, slope, and residual standard deviation:
1. Use File / Open / Text import preferences (the default) to read the adsales.txt file.  There are two columns: ADVEXP_X (advertising expenditure, the X variable) and SALES_Y (sales, the Y variable).  Both should be numbers (blue ramp).
2. Select Analyze / Fit Y by X, put SALES_Y into the Y, response box and ADVEXP_X into the X, factor box.  Click OK.
3. JMP will display a scatterplot of the X and Y variables.  Remember that you could also get this plot using GraphBuilder, which provides a lot more options for customizing the graph.

The red triangle provides access to the simple linear regression and many other sorts of regression models.  Left click the red triangle.  The popup menu will look like:

[image: ]

4. Select Fit Line, which fits a straight line regression model to the data.
JMP will add numeric results for the fitted regression below the plot.  The results window will now look like (next page)
[image: ]

5. estimated intercept and estimated slope:  Those are found in two places in the results: 
a. Immediately below Linear Fit, at the top of the numeric results.  This is the fitted equation.  Make sure you remember which value is the intercept and which is the slope
b. In the parameter estimates box at the bottom of the results.  The intercept is labelled as Intercept.  The slope is labelled by the name of the corresponding X variable (here, ADVEXP_X).  The estimated values are in the estimate column.

6. estimate of error standard deviation:  look for Root Mean Square Error (in the Summary of Fit)

7. the standard error of a regression slope: look in the Parameter Estimates box at the Std.Error column.  The first row is the intercept; the second is the slope, labelled by the variable name (ADEXP_X)

8. test of slope = 0: look in Parameter Estimates box at the Prob > |t| column.  That has the two-sided p-values.  If you wanted the p-value for the test of intercept = 0, look in the intercept row.

9. 95% confidence interval for the slope: you have to ask for this.  This is an optional statistic reported in the Parameter Estimates box at the bottom of the numeric results.  In the Parameter Estimates box, right click on the variable name (ADEXP_X), select Columns from the popup menu and click on Lower 95%.  Repeat (right click / Columns) and click on Upper 95%.  Those two columns are the 95% confidence interval for each parameter.  

As far as I know, JMP Fit Y by X (through 12 Pro) will only report 95% intervals for regression parameters.  If you need others (e.g., 90% interval or 99% interval), you have to compute it yourself from the estimate, standard error, and tables of T distribution quantiles.

10.  JMP provides lots of other things upon request. Since these are extensions to the Linear Fit results, they are all found by left clicking the red triangle by Linear Fit (between the plot and the numeric results).  The popup window provides lots of options.  It should look like:

[image: ]

To plot confidence intervals for the line (mean): click Confid Curves Fit or Confid Shaded Fit.
Curves adds lines to the plot; Shaded shades the regions between the two confidence lines.  

To plot prediction intervals for observations: click Confid Curves Indiv or Confid Shaded Indiv.
Curves and Shaded work just like they do for confidence intervals.

To change the coverage for the plotted  intervals (from the default 95%): click Set α level. 0.05 gives 95% intervals, 0.10 gives 90% intervals.  You can change this after plotting the intervals and JMP will change the plot.

11. confidence intervals or prediction intevals for predictions at an X value in the data set: Click the red triangle by Linear Fit.  You should get the menu in the screen shot above.  Click Mean Confidence Limit Formula (for confidence intervals) or Indiv Confidence Limit Formula (for prediction intervals).  The confidence intervals and/or prediction intervals are computed for the observations in the data set.  The intervals are added as new columns in the adsales data table.  You can get the numbers for each row   Use Set α level to change from 95% to desired coverage.

12. confidence or prediction intervals for new values of X:  follow the above procedure, then add that X value (or multiple X values) as dummy X values to the data table.   You will not enter any Y value for those new X values; that’s why the fitted regression isn’t changed.  The detailed instructions are:   Click on the data table window to make it the active window, click on an empty cell in the ADEXP_X column and enter the desired X value.  The intervals are calculated for that X value (so long as Mean Confidence Limit Formula  and/or Indiv Confidence Limit Formula has been checked).  A dot indicates a missing value (e.g. in the Y column).

Self Assessment: The fire damage data are analyzed in the book (section 3.10).  Here we repeat parts of that analysis.  The data are in firedam.txt on the class datasets page.  The data are for 15 major residential fires, presumed to be a random sample of all fires in that city in a specific year.  The X variable is the distance between the residence and the nearest fire station (in miles); the Y variable is the fire damage (in thousands of $).
1. Estimate the regression slope.  Make sure to include units.
2. Estimate a 95% confidence interval for the regression slope
3. How variable are observations around the regression line?
4. Predict the damage if a fire occurs at a residence 8 miles from the nearest fire station.
5. A new subdivision will be built 8 miles from the nearest station.  
a. Fire insurance premiums are based on the expected damage (average) for those houses.  Estimate the appropriate 95% interval to describe the average damage in that subdivision.
b. I plan to buy a house in that subdivision.  Estimate the appropriate 95% interval to describe the damage if my house suffers a fire.
Answers:
1. 4.92 thousand $ / mile.  
2. (4.07, 5.77) thousand $ / mile.  
3. standard deviation of 2.3 (or 2.32) thousand $
4. 49.6 thousand $
5. a. (45.4, 53.8) thousand $.
b. (43.1, 56.2) thousand $.
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